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A comparison of methods for estimating the geoelectric field

R.S. Weigel’

"Department of Physics and Astronomy, George Mason University, Fairfax, Virginia, USA

Abstract The geoelectric field is the primary input used for estimation of geomagnetically induced
currents (GICs) in conducting systems. We compare three methods for estimating the geoelectric field given
the measured geomagnetic field at four locations in the U.S. during time intervals with average Kp in the
range of 2-3 and when the measurements had few data spikes and no baseline jumps. The methods include
using (1) a preexisting 1-D conductivity model, (2) a conventional 3-D frequency domain method, and

(3) a robust and remote reference 3-D frequency domain method. The quality of the estimates is determined
using the power spectrum (in the period range 9.1 to 18,725 s) of estimation errors along with the prediction
efficiency summary statistic. It is shown that with respect to these quality metrics, Method 1 produces
average out-of-sample electric field estimation errors with a variance that can be equal to or larger than
the average measured variance (due to underestimation or overestimation, respectively), and Method 3
produces reliable but slightly lower quality estimates than Method 2 for the time intervals and

locations considered.

1. Introduction

Historically, estimation of geoelectric field magnitudes used in geomagnetically induced current (GIC) studies
has often been made with 1-D conductivity models as they were the only models available over large phys-
iographic regions or because their historical use made them useful for comparison [e.g., Pulkkinen et al., 2012;
Wei et al., 2013; Viljanen et al., 2014; Boteler, 2015; NERC, 2015]. One-dimensional conductivity models are
developed based on local geology and magnetotelluric and seismic surveys and are intended as either a
first-order or effective approximation of 2-D or 3-D conductivity structures that may exist [Fernberg, 2012] or
an approximation that may not reflect detailed conductivity structures but produces reasonable GIC estimates
[Boteler, 2015].

Over the past decade, the EMScope [Schultz, 2009] component of the EarthScope project [Meltzer, 2003] has
developed transfer functions at location over a large span of the U.S. and made them publicly available [Kelbert
et al, 2011; Schultz et al., 2016]. These transfer functions were developed to model conductivity structures
but can be used for the estimation of the geoelectric field given the geomagnetic field on Earth’s surface
[Bedrosian and Love, 2015].

There is a large body of literature in the magnetotelluric (MT) community on computing surface impedance
tensors, Z(w), that connect the geomagnetic field, B, to the geoelectric field, E, on Earth’s surface using
E(w) = Z(w)B(w)/ 1y, where B(w) = [B (w), By(co)]T and E(w) = [E (w), Ey(co)]T [Chave and Jones, 2012, and
references therein]. The primary objective of such estimates is for an impedance tensor that can be used
to compute 2-D or 3-D models of conductivity. These impedance tensors are derived using statistical meth-
ods that are customized to reduce bias and increase robustness for such conductivity model estimates. The
quantity minimized in developing the impedance tensors is a weighted residual, where the weights and data
intervals used are based on an iterative process and the residual is either a L, or L, norm that depends on
the magnitude of the residual [Simpson and Bahr, 2005, chap. 4; Chave and Jones, 2012, chap. 5. In gen-
eral, the quality of the computed transfer function is assessed by their error bars, visual characteristics, and
consistency of the computed transfer function when different data segments are used in their computation
[e.g., Jones et al., 1989, Fujii et al., 2015].

In contrast, for estimating GICs, which are typically computed using a linear relationship to the estimated
E(t) [Lehtinen and Pirjola, 1985; Pulkkinen et al., 2010; Viljanen et al., 2012; NERC, 2015], the primary objec-
tive is to estimate E(t) given B(t) with a high degree of accuracy. The primary assessment of the quality of
the estimation is generally based on the overall match between the predicted and measured E. The most
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common metric for assessing quality is either a visual inspection of the predicted E(t) or GIC(t) versus that
measured, the histogram of error, and/or a sum-of-squares error-based statistic [McKay, 2003; Pulkkinen et al.,
2010; Love and Swidinsky, 2014]. In this work, we also consider the frequency dependence of the error in order
to identify situations where, for example, one method may better estimate high-frequency variations than
low-frequency variations.

This difference in assessment of the quality of estimates between the MT and GIC community motivated the
use of a conventional method [Sims et al., 1971] for the estimation of Z. In addition, the statistical meth-
ods used in the GIC literature for estimating the transfer function that connects B(t) to GIC(t) are similar to
those for estimating Z [McKay, 2003; Pulkkinen et al., 2007]. MT researchers often cite the results of Jones et al.
[1989], which showed that complex robust and remote reference methods were superior to conventional
spectral processing methods in estimating impedance tensors for the purpose of estimating ground conduc-
tivity structures. However, to date, no comparison has been made to determine the influence of the additional
layers of processing, computation, and assumptions involved for robust and remote reference processing on
the quality of the electric field estimates from the perspective of the GIC community. That is, Method 2 has
been used in the past for purposes of GIC estimation [McKay, 2003; Pulkkinen et al., 2007] and Method 3 has
been used in the past for estimating ground conductivity structures [Chave and Jones, 2012, and references
therein]; in this work we compare both methods with respect to electric field estimation (which is used for
GIC estimation).

2. Methods

The three methods considered for estimating the surface geoelectric field given measurements of the surface
geomagnetic field are given below. Method 1 is referred to as a 1-D method because the impedance tensor
depends only on depth. Methods 2 and 3 are referred to as 3-D methods because their impedance tensors
depend on depth and horizontal directions.

2.1. Method 1
A surface impedance, Z,, is computed from a preexisting 1-D model of conductivity, 6, versus depth, d, using

Z,(®) = F(o(d),d, w) M

where the function F provides the surface impedance from the use of Wait's recursion formula [Wait, 1954;
Simpson and Bahr, 2005]. E, (w) and E(w)are computed using

E (@) = Z,(0)B,(@)/ g
E,(@) = ~Z,(0)B,(@)/ 1y

and then E,(t) and E (t)are computed from the inverse fourier transforms of £, (w) and E(w), respectively.

)

2.2. Method 2
E(t) and B(t) measurements are used to solve for Z in

E(w) = Z(w)B(w)/ ug 3)

where

Z= [ZXX(CO) o (@)

Z,(@) Z,,(@)

using a linear least squares method [Sims et al., 1971; Simpson and Bahr, 2005]. In this work, the evalua-
tion frequencies were selected to be logarithmically spaced (as described below), and the autospectral and
cross-spectral values required for computing the elements of Z [Simpson and Bahr, 2005, equation (4.17)] at
each evaluation frequency are determined using a Parzen averaging window on the raw spectra.

The highest evaluation base frequency was set at 0.25 Hz, and the ratio of consecutive frequencies is \/E; the
actual evaluation frequencies were chosen to be the frequency from the fast Fourier transformed measure-
ments nearest to the evaluation base frequency. The ratio of actual evaluation frequencies varied between
1.25and 1.5.E,(t) and E (t)are computed from the inverse fourier transforms of £, (w) and E (), respectively,
after linear interpolation of the components of Z on to a uniform frequency grid with frequency spacing of
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1/NHz, where Nis the length of the 1 s cadence predic-
tion segment. The spectra of B,(w) and B (w) used in
the inverse Fourier transform were not preconditioned.

Table 1. Site Locations and Applicable 1-D Conductivity
Models Considered

ID Location 1-DModel  The results were insensitive to the method used for
UutpP17 The Cove, UT CL-1 interpolation of Z (i.e., cubic interpolation or interpo-
GAA54 Gator Slide, GA CP-2 lation in log space).

ORFO03 Jewell, OR PB-2

We have considered using linearly spaced evalua-
tion frequencies and a rectangular window of various
widths along with a Bartlett averaging window. The
most important factor was the use of logarithmically spaced evaluation frequencies. With this, the use of a
Parzen averaging window provided slight improvements (~2%) in the prediction performance over that for a
rectangular or Bartlett averaging window. Linearly spaced evaluation frequencies with any window resulted
in higher errors at periods above 103 s but similar errors below.

RET54 Buffalo Cove, NC PT-1

Note that this method was included because of the relative ease of implementation, because of its historical
use in the GIC literature, and as a baseline for comparison, but that this method has potential pitfalls that have
been discussed in the MT literature [Egbert and Booker, 1986; Eisel and Egbert, 2001].

2.3. Method 3

For Method 3, Z is estimated using a robust regression method and auxiliary remote reference measurements
[Egbert and Booker, 1986; Eisel and Egbert, 2001]. We have not implemented this algorithm but rather have
used precomputed impedance tensors [Kelbert et al., 2011; Schultz et al., 2016] from MTScope to compute
estimates of E,(t) and E(®)in the same way as Method 2. The provided impedance tensors considered have
frequencies that are approximately logarithmically spaced in the period range of 9.1-18,725 s, with ratios of
evaluation frequencies in the range of 1.25-1.64. To compute a predicted electric field, linear interpolation
was used on the real and imaginary parts of Z to obtain impedances on a uniform frequency grid. All of the
transfer functions used in this work had the highest provider-assessed quality score (5 on a scale of 1-5).

3. Data

The four stations listed in Table 1 were selected because they fell into one of the physiographic regions for
which the 1-D conductivity models of Fernberg [2012] are available and also had 4 day time intervals of E(t)
and B(t) measurements with few spikes and no baseline offsets; the first 4 day interval that had these charac-
teristics was selected for each site. The time intervals and average geomagnetic disturbance levels are given
in the figures shown in the following section. The raw instrument count measurements were used after con-
version to physical units with a constant scale factor. Data spikes in E(t) and B(t) were manually identified
and replaced with linearly interpolated values, and the E(t) measurements were filtered by zeroing frequen-
cies outside of the range of 9.1-18,725 s, corresponding to the range of available impedances for Method 3.
The motivation for the zeroing of frequencies outside of this range is to allow for a comparison the prediction
performance of all three methods with impedance tensors that span the same period range.

The 4 day intervals of 1 s cadence measurements were split into 2 day segments. To determine out-of-sample
estimation errors for Method 2, the first 2 day interval was used for computing the impedance tensor and the
second interval was used for testing. We have also computed results for when the second interval was used
for computing the impedance tensor and the first interval was used for testing, and the overall trends and the
results are similar; for brevity, these results are not presented.

Because the exact intervals used for determining the models for Method 3 are not known, all results for it
should be considered as in-sample. However, because the impedance tensors for all methods have a small
number of free parameters relative to the number of measurements used to derive the parameters, overfitting
is not expected to be a concern for any of the methods.

The coordinate system used to display the data is one for which x is northward and y is eastward.

4, Results

The summary statistic of the prediction efficiency was used as an overall measure of estimation quality along
with the spectrum of prediction errors. The prediction efficiency, PE= 1—ARV, where the average relative
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Table 2. Summary Error Statistics Based On Time Series Shown in

Figures 2-5
cCy PE, ccy PE,

(a) UTP17 Training Set

Method 1 0.75 0.12 0.92 -0.91

Method 2 0.99 0.98 0.99 0.97

Method 3 0.97 0.93 0.97 0.88
(a) UTP17 Testing Set

Method 1 0.71 —0.49 0.92 -1.67

Method 2 0.99 0.98 0.99 0.97

Method 3 0.97 0.93 0.98 0.92
(b) GAA54 Training Set

Method 1 0.44 —0.08 0.44 0.19

Method 2 0.89 0.79 0.94 0.89

Method 3 0.84 0.68 0.93 0.86
(b) GAA54 Testing Set

Method 1 0.56 —-0.11 0.46 0.21

Method 2 0.94 0.87 0.92 0.84

Method 3 0.93 0.82 0.91 0.83
(c) ORFO3 Training Set

Method 1 0.68 0.37 0.85 0.72

Method 2 0.92 0.84 0.96 0.92

Method 3 0.85 0.61 0.91 0.81
(c) ORFO03 Testing Set

Method 1 0.67 —0.02 0.69 0.45

Method 2 0.89 0.79 0.92 0.84

Method 3 0.92 0.67 0.80 0.59
(d) RET54 Training Set

Method 1 0.62 0.30 0.91 0.79

Method 2 0.98 0.96 0.98 0.97

Method 3 0.95 0.89 0.96 0.86
(d) RET54 Testing Set

Method 1 0.58 0.28 0.91 0.81

Method 2 0.97 0.93 0.98 0.96

Method 3 0.96 0.92 0.98 0.90

(@) UTP17 summary statistics based on data displayed in
Figure 2; (b) GAA54 summary statistics based on data displayed
in Figure 3; (c) ORFO3 summary statistics based on data displayed
in Figure 4; and (d) RET54 summary statistics based on data dis-
played in Figure 5.

variance ARV = ((p — t)z)/af and p is the prediction, t is the target time series, and o, is the standard devia-

tion of the target time series; a prediction efficiency of 1 corresponds to a perfect prediction, and a prediction
efficiency of 0 corresponds to a prediction that is no better than using the average of t as a predictor. A neg-

ative prediction efficiency indicates that the variance in the prediction error is larger than the variance in the

predicted time series. The advantage of the prediction efficiency over the correlation coefficientis in this inter-

pretation and due to the fact that high correlations that occur when the prediction signal is a scaled version

of the measured signal will result in low prediction efficiencies.
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Figure 1. Spectra of test interval errors. (a) UTP17 error spectrum based on data displayed in Figure 2; (b) GAA54 error spectrum based on data displayed in
Figure 3; (c) ORFO03 error spectrum based on data displayed in Figure 4; and (d) RET54 error spectrum based on data displayed in Figure 5.

Table 2 shows the results for these summary statistics for both in-sample and out-of-sample segments and
includes the correlation coefficients cc, and cc,. The primary feature is the ordering of the out-of-sample pre-
diction efficiencies. In all cases, PE(Method 2) > PE(Method 3) > PE(Method 1) and the separation between
Method 3 and Method 1 is greater than that for Method 2 and Method 3.

The difference in prediction efficiency between Method 2 and Method 3 can be dependent on the zeroing
of periods outside of the range of 9.1-18,725 s, with the separation sometimes becoming larger when this
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Figure 2. Measured, predicted, and error time series for E, at UTP17. The average value of the Kp index in this time
range was 2. The two prediction efficiencies are for the training/testing intervals, which correspond to the first and last
half of the 4 day interval.

constraint is removed. As an example, for RET54, the training/testing prediction efficiencies for E, for Method
2 slightly decrease from 0.96/0.93 to 0.94/0.90 and for Method 3 they decrease from 0.89/0.92 to 0.79/0.77.

The smoothed error spectra (described below) are shown in Figure 1, and the data used for their compu-
tation are shown in Figures 2-5. All of the time series displayed in Figures 2-5 were filtered to have zero
spectral amplitudes outside of the range of 9.1-18,725 s, and the first and last 18,725 s were omitted in the
computation of correlations and prediction efficiencies to exclude edge effects from the Fourier inversion. In
Figures 2, 3, and 5, the intermittent spikes in the error time series are due to spikes in the measured magnetic
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Figure 3. Measured, predicted, and error time series for E, at GAA54. The average value of the Kp index in this time
interval was 37.

field that remained after the 4 day time series of E, and Ey (not shown) was despiked based on visual detec-
tion. Note that for the “a” network parameter [Lehtinen and Pirjola, 1985; Pulkkinen et al., 2010] in the range of
10-100 A - km/V and error of 10 mV/km corresponds to a GIC error of in the range of 0.1-1 A.

The smoothed error spectra in Figure 1 for the time series shown in Figures 2—-5 were computed using the
same approach for the spectral components of the transfer function for Method 2; logarithmically spaced
evaluation frequencies were used along averages weighted with a Parzen window.
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Figure 4. Measured, predicted, and error time series for E, at ORF03. The average value of the Kp index in this time
interval was 3~.

Consistent with the prediction efficiency results, in Figure 1, in most cases the error spectra are lowest at all
periods for Method 2, and Method 1 has the largest error amplitudes. The error spectra and time series for E,
are not shown, but the results and conclusions are similar to that for E,.

For UTP17, the prediction efficiencies are very high for Methods 2 and 3, while Method 1 has negative pre-
diction efficiencies. Figure 1 shows that the error spectra for Method 3 is higher than that for Method 2 at all
periods shown. The error spectrum for both Methods 2 and 3 has a period range where it is nearly flat; for
Method 2 this range extends from ~20 to 400 s, and in Method 3 it extends over a shorter range, from ~60
to 120 s. Because of the very high correlations obtained using Method 2, this interval may make a good test
case for the impact of adding additional layers of statistical assumptions to account for robustness and bias.
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Figure 5. Measured, predicted, and error time series for E, at RET54. The average value of the Kp index in this time
interval was 3.

For GAA54, the shape and amplitude of the error profile for Methods 2 and 3 are similar, whereas Method 1
has errors that are less than the measured amplitudes above 200 s; below 200 s, the amplitudes are larger and
due to overestimation of the magnitude of the variations. The magnitude overestimation is visible in Figure 3.
The largest difference between Methods 2 and 3 occurs below 20 s.

For ORFO03, the error spectrum for Method 2 is lower than that for Method 3 at all periods and Method 2
exhibits a region where the error spectrum is nearly flat over the range of ~40-100 s, whereas the range of
flatness for Method 3 is ~60-90 s. Although the prediction efficiencies for Method 1 are the lowest, as shown
in Figure 4, the amplitude of its predicted fluctuations is similar to that measured.
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For RET54, the amplitude of the variations of the measured geoelectric field are the largest, and predic-
tion efficiencies for Methods 2 and 3 are comparable to those for UTP17. In Figure 5, underprediction
from Method 1 is clearly visible. Because of both large amplitude of variation and the high prediction effi-
ciencies for Method 2, we suggest that data from this site for this time interval may also be useful for
studying the impact of using methods that are more complex than the method used for estimation in
Method 2.

5. Summary and Conclusions

We have shown that Method 1 produces geoelectric field estimates that are inferior to Method 2 and Method
3. The primary reasons are that for Method 1, (a) the applicable transfer functions cover a very large geo-
graphic region over which the transfer function can change —the transfer functions computed for Method 3
show that within the physiographic regions defined by Fernberg [2012], significant differences in the transfer
function exist [Bedrosian and Love, 2015]; and (b) the assumption that Z,, = —=Z,, and Z,, = —=Z,, = 0 (a part
of the 1-D assumption), for all of the sites considered and over the frequency range considered, the ratio of
these impedances ranges from ~1 to 50.

It was shown that for data sets without many defects (spikes and baseline jumps), a straightforward algorithm
(Method 2) for computing a transfer function yields near equal or better estimates of the geoelectric field than
a method that uses a remote reference and attempts to reduce bias (Method 3) in the estimate of the transfer
function used to compute the geoelectric field.

In the MT literature, the frequency domain method is most often used and many works advocate the use
of robust methods along with remote reference measurements. These methods have been argued to be
important when making unbiased estimates of the characteristics of transfer functions for the purposes of
conductivity estimation and in reducing their error bars [Chave and Jones, 2012]. However, from a GIC perspec-
tive, in practice, remote reference data may not be available, and the most straightforward statistical method
should be used to simplify interpretation. We have shown that a conventional least squares frequency domain
method can give reliable and accurate out-of-sample estimates of the geoelectric field for data of the type
considered in this work. Although the conventional least squares method has been shown to be flawed with
respect to transfer function estimation for the purpose of ground conductivity estimation [Egbert and Booker,
1986], we have shown here that it can produce equal or improved out-of-sample predictions of the electric
field on data segments without many defects and when the prediction transfer function is used to predict
data near in time to the interval used to derive the transfer function.

From the GIC perspective, the method to use for estimating the geoelectric field given geomagnetic field
measurements depends on a number of factors and the results indicate that when possible both Methods 2
and 3 are viable options. Itis an open question as to how much revised estimates of historical geoelectric field
estimates made with Method 1 [e.g., Pulkkinen et al., 2012; Wei et al., 2013] will change when Methods 2 or 3
are used. For the sites considered, Method 1 produced both overestimates and underestimates and estimates
that had the correct scale (but poor detailed resolution).

The precomputed transfer functions for Method 3 do not include values for periods below 9 s; this may
result in estimates of GIC(t) that are less than that possible if a transfer function was computed that included
lower periods.

There are additional GIC perspectives that have not been considered here. First, all of the methods used for
estimating the geoelectric field have acausal terms in the impulse response that is computed from their cor-
responding transfer function [Egbert, 1992]. The magnitude and time extent of these acausal terms constrains
the lead time on forward prediction. Determining the optimal method for prediction of GICs would require
evaluation of the effect of truncation of acausal terms in the impulse response, and in this case it may be use-
ful to also consider a time domain method [e.g., McMechan and Barrodale, 1985] that possibly includes acausal
corrections [Tzschoppe and Huber, 2009]. Second, the time intervals considered did not correspond to strong
geomagnetic activity—the average Kp values were in the range of 2-3. Finally, the observed GIC is based on
an integral of the geoelectric field over scales on the order of ~100 km, whereas the estimates here are only
at a single point.
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